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Abstract

Updating a metagenomics analysis compendium with respect to new
meta-data from knowledge bases can provide biological insights not available
during the initial analysis. However, the computational cost of such analysis
makes it impractical to frequently update the compendium. This paper
presents the GeStore system for incremental updates of compendium meta-
data. GeStore does not require any changes to the analysis pipeline tools,
and only minor changes to the analysis pipeline. GeStore provides a plugin
framework such that a new meta-data source can easily be added. We
demonstrate that GeStore can significantly reduce the computational cost
for on-demand updates, thereby making it practical to frequently update
metagenomics compendia with new meta-data.

1 Introduction
There is currently a great demand for DNA sequence analysis due to the great potential
for novel biological insight such analysis can presents. Especially in metagenomics
were it allows researchers to study microorganisms that are not cultivable [6]. These
microorganisms may produce bioactives that can be developed into commercial products.
New DNA sequencers may produce several hundreds gigabytes of data in one run, and
may require a supercomputer for analysis, or many weeks of analysis on a smaller
computer clusters. In addition the amount of output data from the DNA sequencers is
increasing faster than both the increases in computation and storage capacity [3].

A metagenomics analysis typically requires integrating multiple datasets, including
correlation of sequence data with meta-data from other data sources. The meta-data
includes information such as biological function, the GPS coordinates (including depth,
or height) and environmental features of the sample.

This information is essential to understand the biological content of the sequence data.
The knowledge bases are frequently updated with new knowledge extracted from the
published literature and experimental data. It is therefore often necessary to frequently

1This paper was presented at the NIK-2012 conference. For more information, see //www.nik.no/.
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rerun the analysis to correlate the data with new meta-data, or to integrate new datasets
into the analysis. In addition it may also be necessary to rerun the analysis if the analysis
tools are updated or replaced. Frequent reanalysis of the data further increases the
computational cost, often to the point where reanalysis is simply not done.

2 Incremental Meta-data Updates
To perform a metagenomics analysis different sets of tools are used depending on the type
of information required by the analyst. These tools are generally arranged in a pipeline
[12], where the output files of one tool acts as the input files for the next tool. In addition
some tools use meta-data downloaded from one or more knowledge bases. When this
meta-data changes, it often only introduces changes to a small portion of output data. But,
without incremental updates it still requires the entire pipeline to be re-run. Incremental
updates can therefore significantly reduce the computation time by only recalculating the
relevant parts of the input-data.

We believe systems for incremental updates for metagenomic data have the following
requirements; (i) efficient incremental update execution (ii) no modifications to the
pipeline tools, since it is impractical to modify the many tools in use in metagenomic
pipelines (iii) minimal changes to the job management and resource allocation system
on the supercomputer or cluster, such that it is easy to deploy the system (iv) provide
on-demand updates such that updates are not generated unless requested by the analyst
(v) support most genomic analysis tools and run on most job management systems (vi)
maintain a view of previous meta-data collections, to ensure experiment repeatability.

To our knowledge, no previous incremental update systems [8, 4, 10, 13] support all of
the above requirements. Systems such as Nectar [8] rely on applications using a specific
framework thereby not satisfying (v). InCoop [4] and Percolator [10] provide online data
processing thereby not satisfying requirement (iv). In addition only few system, such as
Nectar, maintain views of the old data, and most focus on detecting changes in the input
data rather than meta-data.

3 GeStore Incremental Update System
The GeStore system provides incremental updates to metagenomics analysis pipelines.
It reduces the storage size of the meta-data collections used by leveraging incremental
update techniques combined with fine-grained control of how the tools access data,
satisfying requirements (i) and (iv). In addition it reduces the storage requirements of the
meta-data collections, while still maintaining a complete view of the meta-data collection,
fulfilling requirement (vi). It also presents a minimal API, such that integrating the
system with existing pipeline systems does not require large changes, in accordance with
requirements (ii), (iii) and (v).

Incremental updates are done by generating meta-data collections for a certain
timeframe, based on when the pipeline was last run, or re-using an existing incremental
meta-data collection. These incremental meta-data collections are used by the tools to
generate incremental results, which are combined with the existing results.

The main components of GeStore(Figure 1) are the addDb and move modules, and the
plugin system. These modules use the Hadoop software stack (HBase [1], MapReduce
[7] and HDFS [11]) for scalable data storage and processing.
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Figure 1: GeStore architecture

4 Iniatial Evaluation
In our initial evaluation we used GeStore to provide incremental meta-data updates in the
(unpublished) GePan metagenomic analyis pipeline manager, which generates a pipeline
based on selected tools and meta-data collections. The input data was a publicly available
metagenomic dataset [5], and the meta-data was the widely used UniProt Knowledge
Base [9]. The GePan pipeline includes the BLAST [2] tool, which is a computationally
intensive tool used in many genomics data analysis pipelines. GePan uses the Sun Grid
Engine for job management, hence we also used it for our experiments. In addition
GeStore uses the Hadoop software stack as described above.

(2.1) Overhead of GeStore, shows the added runtime by
using the GeStore system to generate incremental meta-
data collections

(2.2) Runtime measurements for incre-
mental updates, shows 65% runtime
savings when doing single month of
updates, and the benefit of on-demand
updates

Figure 2: Performance measurements

Our experimental evaluation shows that GeStore can provide up to a 65% speedup for
incremental updates in the GePan analysis pipeline (Figure 2.2), while introducing a low
overhead (Figure 2.1). In addition we only had to change around 90 lines of code to add
incremental updates for GePan.
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5 Conclusions
Our contributions are threefold: (i) we have designed, implemented and evaluated the
GeStore system for doing intermediate updates of metagenomic data, (ii) we developed
a novel file based incremental update approach that does not require any modifications
to pipeline tools and minimal modifications to the job management system, and (iii)
we demonstrated the viability of incremental updates for metagenomic work, showing
that computational resource requirements can be lowered when using incremental update
techniques.

We believe that GeStore system can be used to update metagenomics analysis data
on demand without requiring a supercomputer or days of computational time on a small
cluster. It can therefore provide biological insights not available at the time of the initial
analysis.
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