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Abstract
In this paper we will discuss the efficiency and flexibility of linear, jagged and multidimensional arrays for several numerical linear algebra algorithms. We make a comparison of these algorithms on two platforms using the languages C, C# and Java. Numerical results shows that there is no loss in using more dynamic data structures as jagged arrays instead of linear array. Numerical results also shows that there is no loss in going from C to Java and C#.

1 Introduction
Matrix computations and efficiency is of utmost importance for high performance computing, it is therefore crucial that algorithms and data structures on basic linear algebra routines are efficient.

A matrix is a rectangular array of numbers as shown in (1). We have implemented several basic linear algebra operations and will in this paper focus on three operations: matrix vector products, LU decomposition and element sum for three-dimensional matrices.

Arrays are the most important data structure for storing matrices and vectors in a numerical context. In this paper we will investigate three different data structures for storing vectors and two- and three-dimensional matrices they are linear, jagged (array of arrays) and multidimensional arrays. We perform our experiments using the languages C, C# and Java.

Multidimensional arrays can be implemented as array of arrays in the languages C, C# and Java. True multidimensional arrays are only possible in C and C#. Jagged arrays in Java are considered inefficient for numerical computing [11]. Many proposals has been made to replace Java’s native arrays for numerical computing and two of the most prominent proposals are the MultiArray package from IBM [7] and the multidimensional array implementation in Spar [8]. Both these suggestions would demand extensions to the Java language. A practical and simple proposal for storing matrices, is to use a single linear (or one-dimensional) array instead of Java’s native two-dimensional arrays of arrays 1. This proposal is not yet fully explored but we will give some preliminary results using linear arrays.

1On a page previously available at java.sun.com by James Gosling titled "The Evolution of Numerical Computing in Java".
The language C# developed by Microsoft have both jagged and true multidimensional arrays [1]. In [12] there are reported several benchmarks where jagged arrays outperforms rectangular or multidimensional arrays in C#. We will also show similar results for numerical algorithms.

It has also been a common belief that C would outperform Java significantly on most numerical intensive algorithm, while this might be true for early releases of Java [2], we will show numerical results that there is not a significant loss in going from C to Java and C# for various numerical linear algebra algorithms.

A basic difficulty with the static structures, as linear and multidimensional arrays, is associated with inserting new elements. This arises for operations like matrix updates and matrix decomposition where back-fill or fill-ins are created. To illustrate the additional flexibility we get from using jagged arrays instead of linear or multidimensional arrays, we address the problem of fill-ins during an LU decomposition for variable banded matrices. Banded matrices appears in many applications [3, 4].

2 Basic Storage Schemes for Matrices

A matrix is a rectangular array of numbers. The numbers in the array are called the entries in the matrix.

A general matrix may be written as

\[
A = \begin{pmatrix}
    a_{00} & a_{01} & \cdots & a_{0,n-1} \\
    a_{10} & a_{11} & \cdots & a_{1,n-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m-1,0} & a_{m-1,1} & \cdots & a_{m-1,n-1}
\end{pmatrix}.
\]

(1)

Where \( A \in \mathbb{R}^{m \times n} \) and the entry in row \( i \) and column \( j \) is \( A_{ij} \) of the matrix \( A \). To be consistent with Java first row and column index is 0. A vector is a matrix with only one row or column, and we denote a vector with a lower case letter. Arrays are the most common storage for matrices in C, C# and Java.

In a jagged array the content of the array are arrays which may hold instances of a type or references to other arrays. Jagged arrays in C, C# and Java can be created as a one-dimensional array of arrays, and has the syntax \( \{ \square \} \cdots \{ \square \} \), thus multidimensional arrays can therefore be implemented as array of arrays. Jagged arrays in C# and Java have the same syntax, as seen in the code below. Jagged arrays in C are created with pointers double **A and with malloc memory is allocated for the array, as in the below code example.

However, in C and C# one can also define true multidimensional arrays, the rows of true multidimensional arrays must be of uniform length. The multidimensional arrays in C are similar to the creation of multidimensional arrays in Java, double A[m][n], without the new operator. The syntax for multidimensional arrays in C# are \([, , , \ldots ,] \) [1]. The memory layout for multidimensional arrays in C# are similar to statically created multidimensional arrays in C. That is, the memory of a multidimensional array are laid out as a contiguous block containing members of the same type.

If we have a lower triangular \( m \times m \) matrix, that is \( A_{ij} = 0, i > j \), then we do not need to store these zero elements. Row one will have one element, row two have two element and so on, the last row will have have \( m \) elements. The rows in jagged
arrays do not need to have uniform length thus we can use jagged arrays to store a lower triangular matrix. This is illustrated in Figure 1, and the following code examples shows the implementation

```c
/** Dynamically creation of a two-dimensional jagged array in C**/
double **jaggedarray;
jaggedarray = malloc((m)*sizeof(double));
for(i=0;i<m;i++)
    jaggedarray[i] = malloc((i+1)*sizeof(double));

/** Dynamically creation of a two-dimensional jagged array in Java**/
double[][] jaggedarray = new double[m][0];
for(int i = 0;i<m;i++)
    jaggedarray[i] = new double[i+1];

/** Dynamically creation of a two-dimensional jagged array in C#**/
double[][] jaggedarray = new double[m][];
for(int i = 0;i<m;i++)
    jaggedarray[i] = new double[i+1];
```

Jagged arrays have its typical use when we do not know the length of each row at compile time, and when the rows have different lengths as for the case of sparse matrices (where we usually only store the nonzero elements in each row) [3].

Linear or one-dimensional arrays are of interest since they have all their elements stored contiguously in memory for C, Java and C#. James Gosling also propose that a two-dimensional array should be stored as a linear array, this should supposedly lead to optimal and convenient behavior.

Several numerical linear algebra packages store matrices as linear array, see for example [10].

\[
A = \begin{pmatrix}
10 & 0 & 0 & 0 \\
3 & 9 & 0 & 1 \\
0 & 7 & 8 & 7 \\
3 & 0 & 8 & 7
\end{pmatrix}. \tag{2}
\]

We can store a two-dimensional matrix as shown in (2) by using a linear array.

```c
double[] A = {10,0,0,0,3,9,0,0,1,0,7,8,7,0,3,0,8,7,0};
```

The matrix A is here laid out row-wise in the linear array, as long as the row and column dimension m and n respectively is provided it is straightforward to traverse and access elements in this array.
Using linear, jagged and multidimensional arrays as data structure for the chosen algorithms, we use the same type of implementation, that is the same number of nested for-loops and so on.

3 Algorithms

The numerical linear algebra algorithms we have chosen as illustrations are matrix vector product, $LU$ decomposition and voxel sum (or three-dimensional element sum).

We make a distinction between row-oriented and column-oriented algorithms when we implement the various operations. They are mathematically equivalent, but their efficiency can vary significantly. We say that we have a row-oriented algorithm if the inner loop access of the of the data (the matrix) is row-wise. The row-orientation of jagged arrays means that, as in C, row-oriented algorithms may be preferred over column-oriented algorithms. The possible non-contiguity of rows implies that the effectiveness of block-oriented algorithms may be highly dependent on the particular implementation. All the algorithms presented in this section are row-oriented.

Matrix vector products arises frequently in many algorithms. If $A$ is an $m \times n$ matrix and $b$ is a (column) vector of length $n$, then the matrix vector product is \( (3) \). Where $c$ is the resulting (column) vector of length $m$ ($c = Ab$).

\[
c_i = \sum_{k=0}^{n-1} A_{ik} b_k \quad i = 0, \ldots, m - 1 \tag{3}
\]

Which leads to the following code implementations, first with a linear array then with a two-dimensional array

```java
/** A matrix vector product using linear array storage in Java*/
double[] c = new double[m];
for(int i=0;i<m;i++){
    int im = i*m;
    double s = 0.0;
    for(int j = 0;j<n;j++){
        s += A[im+j]*b[j];
    }
    c[i]=s;
}

/** A matrix vector product using jagged array storage in Java*/
double[] c = new double[m];
for(int i = 0;i<m;i++){
    double s = 0.0;
    for(int k = 0;k<n;k++){
        s += A[i][k]*b[k];
    }
    c[i] = s;
}
```

$LU$ decomposition is a procedure of decomposing an $n \times n$ matrix $A$ into a product of lower triangular matrix $L$ and an upper triangular matrix $U$. The matrix $P$ is the
permutation matrix where each element is 1 or 0 and each row and column only has one nonzero element. We then have a rearrangement of the \( n \times n \) identity matrix \( I \), and as a data structure we use a vector of the row indices. The purpose of the permutation matrix \( P \) is to permute the rows of \( A \) to gain numerical stability, this is known as partial pivoting, we then have \( PA = LU \). After row interchange if \( |A_{kk}| \leq \epsilon \), for \( \epsilon \geq 0 \), the matrix \( A \) is singular and the decomposition fails. The \( LU \) decomposition is described in Algorithm 1.

**Algorithm 1 LU Decomposition \( PA = LU \)**

```plaintext
for k = 0 to n - 1 do
    {Find the index \( p \geq k \) such that \( |A_{pk}| = max_{i=k,k+1,...,n-1}|A_{ik}| \).}
    if \( p \neq k \) then
        {Swap rows \( p \) and \( k \) of matrix \( A \).}
    end if
    if \( |A_{kk}| \leq \epsilon \) then
        {Singular matrix, exit algorithm.}
    end if
    for i = k + 1 to n - 1 do
        \( A_{ik} \leftarrow A_{ik}/A_{kk} \)
        for j = k + 1 to n - 1 do
            \( A_{ij} \leftarrow A_{ij} - A_{kj}A_{ik} \)
        end for
    end for
    {The matrix \( A \) contains now both \( L \) and \( U \)}
    \( L_{ij} \leftarrow A_{ij} i > j, L_{ii} \leftarrow 1 \)
    \( U_{ij} \leftarrow A_{ij} i \leq j \)
```

Partial pivoting is when we swap rows, as described in Algorithm 1. With jagged arrays we can swap the rows by interchanging the references for each row. Reference swapping is not possible with multidimensional arrays, where we have to traverse and overwrite the rows. Each row interchange with jagged arrays takes only \( O(1) \) operations, but with multidimensional arrays it takes \( O(n) \) operations.

Let \( A \) be a \( m \times n \times p \) volume metric dataset and consider computing the sum of all the voxel values in \( A \) as

\[
s = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \sum_{k=0}^{p-1} A_{ijk}.
\]  

and (4) is implemented with the following code

```csharp
/**Summation of a three-dimensional array in C**/
double s = 0;
for(int i=0;i<m;i++)
    for(int j=0;j<n;j++)
        for(int k=0;k<p;k++)
            s+=A[i,j,k];
```
4 \textbf{LU Decomposition on Variable Band Storage}

Before we present the numerical results, we make a detour to show the flexibility jagged arrays have. To do that we modify the \textit{LU} decomposition algorithm described in the previous section, to be able to handle variable banded matrices. We have as input in Algorithm 2 a variable banded $n \times n$ matrix $A$. Output is the \textit{LU} factorization of $A$, and the permutation matrix $P$ such that $PA = LU$. $A$ is overwritten and contains $L$ and $U$. $f_i$ and $e_i$ are the first and last column index in row $i$ of $A$. The nonzero entries are defined as $0 \leq f_i \leq e_i \leq n - 1$. We say that the matrix $A$ has a variable band if $A_{ij} = 0$ if $j < f_i$ or $j > e_i$. By setting $f_i = 0$ and $e_i = n - 1$ in Algorithm 2 for all rows we have Algorithm 1.

\textbf{Algorithm 2} \textit{LU} Decomposition $PA = LU$ on Variable Band Storage

\begin{algorithm}
\begin{enumerate}
\item[$\{f_i$ and $e_i$ are first and last column index in row $i$ of $A.\}$]
\item[$\{A_{ij} = 0$, $j < f_i$ or $j > e_i,\}$]
\item[for $k = 0$ to $n - 1$ do]
\hspace{1em} $p = k$
\hspace{1em} \{Find index $p \geq k$ such that $|A_{pk}| = \max\{|A_{ik}| \mid i \in \{k \leq i \leq n - 1\} \land f_i \leq k \leq e_i\}\}\}
\hspace{1em} if $p \neq k$ then
\hspace{2em} \{Swap rows $p$ and $k$ of matrix $A$.\}
\hspace{1em} end if
\hspace{1em} if $|A_{kk}| \leq \epsilon$ then
\hspace{2em} \{Singular matrix, exit algorithm.\}
\hspace{1em} end if
\hspace{1em} for $i = k + 1$ to $n - 1$ do
\hspace{2em} if $f_i \leq k \leq e_i$ then
\hspace{3em} \{Add elements to row $i$ if $e_k > e_i$, $e_i \leftarrow e_k$.\}
\hspace{3em} $A_{ik} \leftarrow A_{ik}/A_{kk}$
\hspace{3em} for $j = k + 1$ to $e_k$ do
\hspace{4em} $A_{ij} \leftarrow A_{ij} - A_{kj} \ast A_{ik}$
\hspace{3em} end for
\hspace{2em} end if
\hspace{1em} end for
\hspace{1em} \{The matrix $A$ contains now both $L$ and $U.$\}
\item[$\{L_{ij} \leftarrow A_{ij}, L_{ii} \leftarrow 1, f_i \leq j < i\}$]
\item[$\{U_{ij} \leftarrow A_{ij}, i \leq j \leq e_i\}$]
\end{enumerate}
\end{algorithm}

\textbf{Data Structure: Jagged Variable Band Storage}

In this section we show how we store and access the nonzero elements in each row of the variable banded matrix in Java. This implementation is also valid for C#, only minor modifications are needed. This data structure for storing banded matrices were first introduced in [6]. A variable band matrix is also sparse, that is many of its entries are zero. To exploit this sparsity structure we only store and work on the nonzero structure of the banded matrix. We refer to this data structure as Jagged Variable Band Storage (JVBS), since we use Java's jagged arrays to store
the matrix. Consider the sparse $5 \times 5$ matrix $A$. 

$$
A = \begin{pmatrix}
-1 & 2 & 2 & 0 & 0 \\
13 & 9 & 9 & 0 & 0 \\
0 & -2 & 10 & 0 & 0 \\
3 & 1 & 3 & 9 & 0 \\
0 & 5 & 3 & 5 & 7 \\
\end{pmatrix}.
$$

(5)

The jagged variable banded structure of the matrix (5) is stored in JVBS as

double[] [] A = {{-1,2,2},{13,9,9},{-2,10},{3,1,3,9},{5,3,5,7}}; 
int[] Aindex = {0,0,1,0,1};

The rows are stored independently, from the first nonzero entry in the row to the last nonzero entry.

In JVBS we get the $f_i$ in row $i$ of $A$ by $A\text{index}[i]$ and $e_i$ in row $i$ of $A$ by $A[i].\text{length} + A\text{index}[i] - 1$.

The elements below the diagonal in column $k$ in $A$ are $A[i][p], i = k+1, \ldots, m-1$ where $p = k - A\text{index}[i]$ and $f_i \leq p + A\text{index}[i] \leq e_i$.

**Fill-ins Issues**

When we perform $LU$ decomposition on banded matrices with pivoting there is no guarantee that the nonzero structure is preserved, i.e. we can get new entries (fill-ins) in the data structure [3]. We cannot predict fill-ins in an $LU$ decomposition with a symbolic phase since the pivot choices are based on numerical values, during the decomposition. In this section we discuss how to add fill-ins that occur when performing partial pivoting.

There are two approaches to this problem: 1) create a data structure with linear or multidimensional arrays with only the nonzero elements that initially occurs in $A$ and resize the whole data structure for each row that has new fill-ins. The cost of this operation are creation of a new and larger data structure and the insertion of all the initial elements. 2) create a data structure with jagged arrays with only the nonzero elements that initially occurs in $A$ and only resize each row that has new fill-ins. The cost of this operation are creation of a new and larger row array and the insertion of the initial row elements.

The second approach is clearly the most efficient, and since we do not have any loss using jagged arrays as shown in section 5, we will get the best overall efficiency using jagged arrays in any language, for this operation.

**5 Numerical Results**

In this section we present some of the numerical results of the benchmarking we did with C, Java and C# for the basic numerical linear algebra algorithms presented in the section 3. The testing environments are described in Table 1.

As a unit of measurement we use Million Floating Points Operations per Second (MFLOPS). MFLOPS is used to measure the number of arithmetic operations that a computer can perform in one second. We use MFLOPS as a unit of measurement since our algorithms are exclusively numerical. It’s important to understand the numerical results we present that on Red Hat Linux for ANSI C and Java we have 100 MFLOPS for 3D element sum, 200 MFLOPS for matrix vector and 300 MFLOPS
for LU decomposition. The 3D element sum operation is dominated by memory access while LU is dominated by floating point operations. This partially explains the inconsistent values for lower dimensions.

*The C Programming Language:* In Figure 2 and 3, we see that there are no indication that using a linear array is significantly more efficient than jagged array for matrix vector product and three-dimensional element sum. For the LU decomposition, the jagged array was more efficient than linear array for all of the input sizes.

*The Java Programming Language:* In Figure 4 and 5 we see that on the Red Hat Linux Platform matrix vector product and three-dimensional element sum, that there is no indication that using a linear array is significantly more efficient than jagged array. For the LU decomposition, jagged array was more efficient than linear array for most input sizes. For Java on the Windows XP platform we have similar results, as shown in Figure 6 and 7.

*The C# Programming Language:* In Figure 8 and 9 we see that for three-dimensional element sum jagged array was clearly more efficient than both linear and multidimensional arrays on dimensions ≥ 130, For matrix vector product they are approximately the same. For LU decomposition jagged and linear arrays was clearly more efficient than multidimensional arrays. Jagged array are implemented more efficient than the multidimensional array construction in C# so this result
Figure 4: $Ab$ and $LU$ decomposition comparisons on Red Hat Linux using Sun 1.4.2.03.

Figure 5: 3D element sum comparisons on Red Hat Linux using Sun 1.4.2.03.

Figure 6: $Ab$ and $LU$ decomposition comparisons Windows XP using Sun 1.4.2.

Figure 7: 3D element sum comparisons on Windows XP using Sun 1.4.2.
was not particularly surprising. This is due to minor limitation in the current JIT compiler regarding the elimination of bound checks on multidimensional arrays, hence accessing a two-dimensional jagged array row-wise is quicker than accessing multidimensional arrays row-wise.

6 Java versus C
In Figure 10 and 11 we show the performance of the matrix vector product, 3D element sum and LU decomposition comparing Java against C on Red Hat Linux, see Table 1. Java was more efficient than Java on matrix vector product and 3D element sum for large m. Further C was approximately 10% more efficient than Java on LU decomposition. That some kernels may be faster on Java than C is a fully realistic scenario, since C does not outperform Java on any kernels we have tested. Therefore, it is also possible that some compiler choices for Java favors certain kernels thus making Java faster than C.

7 Conclusions
In this paper we have shown that jagged arrays on row-oriented algorithms in C, Java and C# are competitive with linear arrays, despite non-contiguously memory layout. Jagged arrays have poor performance for column-oriented algorithms. In [5] it is shown for several matrix multiplication algorithms the impact of column-oriented algorithms for jagged arrays in Java. It is clear from those numerical results that column-oriented algorithms can be multiple times slower than their row-oriented versions. Comparing linear array against jagged arrays in Java and C# shows that for our test cases that jagged arrays are in fact competitive and that there is only a minor degradation for linear arrays. The benefit from using linear array may be more optimizing possibilities as removing for-loops for certain operations. Linear arrays will probably also give a more consistent performance during the execution.

---

of various algorithms, and its input sizes. C# and Java had approximately the same performance for all the kernels we presented. C# is a strong object-oriented language that is still new and will grow and develop more over the years.

Our observations on the performance of row-oriented algorithms using jagged arrays are important and indicate that flexibility and efficiency are not mutually exclusive. These observations are based on extensive numerical testing where only few representative results are presented in this paper. The example with LU decomposition on banded matrices shows clearly the need for a more dynamic data structure than a linear or multidimensional array. Jagged arrays as shown in this paper satisfies this need. Area of further research is how utilize jagged arrays for sparse three-dimensional matrices (also known to as tensors).
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